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Introduction 
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Macroscopic particle processes from an industrial perspective: 

ü Production, handling, storage, transport  

and processing of particles and granular  

materials is of paramount importance in  

all sectors of industry. 

ü 40% of the capacity of industrial plants is  

wasted due to granular solid problems (**) 

ü Between 1 and 10% of all the energy is 

used in comminution, i.e. the processes  

of crushing, grinding, milling, micronising (*) 

 

The Importance of Bulk Solids 

* Holdich, R. (2006): Fundamentals of Particle Technology; Midland Information & Publishing 

** Ennis, B. J., Green, J., Davies, R.(1994): Particle technology. The legacy of neglect in the US", Chem. Eng. Prog, 90, 32-43. 

photo from: Whiddon, P.: http://www.flickr.com/photos/pwhiddon/ 
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Macroscopic particle processes from an industrial perspective: 

ü More than 50% of all products sold are  

either granular in form or involve  

granular materials in their production*. 

ü 40% of the value added in chemical  

industry is linked to particle technology**. 

ü Many industrial solid particle systems  

display unpredictable behaviour, leading 

to losses of resources, energy, money, time 

ü State-of-the-art simulation tools show 

lack of predictive capability 

The Importance of Bulk Solids 

* Bates, L. (2006): The need for industrial education in bulk technology", Bulk Solids Handl., 26, 464-473. 

** Ennis, B. J., Green, J., Davies, R.(1994): Particle technology. The legacy of neglect in the US", Chem. Eng. Prog, 90, 32-43. 

photo from: Whiddon, P.: http://www.flickr.com/photos/pwhiddon/ 
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open source software 

for num. simulation of 

granular systems 

(DEM) 

open source software 

for num. simulation of  

fluid-granular systems 

(CFD-DEM) 

Professional Base: Scientific Base: 

CFDEMproject is not approved or endorsed by OpenCFD Limited, the producer of the OpenFOAM® software and owner of the OpenFOAM® 

and OpenCFD® trade marks. OpenFOAM® is a registered trade mark of OpenCFD Limited, a wholly owned subsidiary of the ESI Group. 
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CFDEM Community after 3 yrs 

LAMMPS is one of the standard molecular dynamics (MD) codes 

*from www.cfdem.com and http://sourceforge.net/mailarchive/forum.php?forum_name=lammps-users 

months since project started 
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From 28 Aug 2011 to 03 Jul 2013 (22 months): 

23,898 unique site visitors from 112 countries 

Vibrant community has been established: CFDEMproject users comprise  

world-class companies and dozens of universities and research institutes. 

Shown below are number of post in forums (left) and regional distribution of visitors. 



III. 

 

Modelling Approaches 
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ÅImmersed Boundary Method 

ÅFictitious Domain Method 

Computational Fluid 

Dynamics (CFD) 
Discrete Element 

Method (DEM) 

Fluid-particle interaction 

CFD-DEM 

Åunresolved CFD-DEM 

Å resolved CFD-DEM 

+ 

ÅCFD-DEM1 

Åcoarse grained CFD-DEM 2  

ÅMP-PIC3 
1) Goniva, C., Kloss, C., Deen, N.G., Kuipers, J.A.M. and Pirker, S. (2012): ñInfluence of Rolling Friction Modelling on Single Spout Fluidized Bed 

Simulationsò, Particuology, DOI 10.1016/j.partic.2012.05.002 

2) Radl S., Radeke, Ch., Khinast, J., Sundaresan, S. (2011) : òParcel-Based Approach for the Simulation of Gas-Particle Flowsò , Proc. CFD 2011 

Conference, Trondheim, Norway 

3) Andrews, M.J., OôRourke, P.J. (1996): ñThe multi-phase particle-n-cell (MP-PIC) method for dense particle flowò, Int. J. Multiphase Flow, 22, 379-402 

9 
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Unresolved CFD-DEM  
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Unresolved Discrete Modeling of fluid particle systems comes in 

different flavorsé 

ÅCFD-DEM1,2 

Åcoarse grained CFD-DEM 3  

ÅCFD-DDPM4 

ÅMP-PIC5,6 

 

1) Goniva, C., Kloss, C., Deen, N.G., Kuipers, J.A.M. and Pirker, S. (2012): ñInfluence of Rolling Friction 

Modelling on Single Spout Fluidized Bed Simulationsò, Particuology, DOI 10.1016/j.partic.2012.05.002 

2) Z.Y. Zhou, S.B. Kuang, K.W. Chu and A.B. Yu (2010) : ñDiscrete particle simulation of particle-fluid flow: 

Model formulations and their applicabilityò, Journal of Fluid Mechanics 661, 482-510. 

3) Radl S., Radeke, Ch., Khinast, J., Sundaresan, S. (2011) : òParcel-Based Approach for the Simulation of 

Gas-Particle Flowsò , Proc. CFD 2011 Conference, Trondheim, Norway 

4) Fluent® Manual 

5) Andrews, M.J., OôRourke, P.J. (1996): ñThe multi-phase particle-n-cell (MP-PIC) method for dense 

particle flowò, Int. J. Multiphase Flow, 22, 379-402 

6) Benyahia, S., Sundaresan, S. (2012): ñDo we need sub-grid corrections for both continuum and discrete 

gas-particle flow modelsò, Powder Technology, 220, 2-6 
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Unresolved CFD-DEM  
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Theoretical background ï non-resolved CFD-DEM: 

Navier-Stokes equations for the fluid in presence of a granular phase 
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Lagrangian Particle Trajectory for Particles 

Ŭf fluid volume fraction 

uf fluid velocity 

Ű, p stress tensor, pressure 

rf,p fluid/particle density 

Kfs fluid solid momentum exchange term 

‍ drag coefficient 

Fn 

Ft 

soft-sphere contact model: 

linear spring-dashpot 
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Theoretical background ï coarse grained CFD-DEM: 

Navier-Stokes equations for the fluid in presence of a granular phase 

 

Lagrangian Particle Trajectory for Parcels 

 

Fn 

Ft 

soft-sphere contact model: 

linear spring-dashpot 

 

 

   Scaling laws from dimensional analysis 

 

 

Å ὰ: size ratio of colliding particles, kn: stiffness, R: radius, ”: density, 

v0: reference velocity 

Å scaling stiffness 

Å scaling of particle drag 

Å Equations converge to particle equation for parcel = particle 
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Fine grid Coarse grid 
Small structures 

are lost 

Coarse grained simulations w/ coarser grids require filtered drag laws! 
 

Å The effective (filtered) drag is related to the ñmicroscopicò (i.e., standard drag) via:  

 

 

 

 

 

 

 

Å Functions f and h are fitted to CFD-DEM data (not shown). The parcel size correction (i.e., 

the parameter k in the expression below) is based on a comparison for the sedimentation 

velocity: 
 

 

( ) ( )( )
,

1 ,
p

p pcorr f

p micro

c f F h
b

a f f
b

è ø= -
ê ú

parcel size  

correction 
 

 

 

fluid grid size correction 
 

 

 

particle volume fraction 

correction 
 

 

( )exp 1
corr

c k aè ø= - -ê ú

standard  

drag model 
 

 

 

Collaboration with Stefan Radl (Graz UT) 

Unresolved CFD-DEM 
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Unresolved CFD-DEM  
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Theoretical background ï CFD-DDPM: 

Navier-Stokes equations for the fluid in presence of a granular phase 

 

Lagrangian Particle Trajectory for Parcels 

 

 

 

 

 

 

 

 

 

 

Also needs corrections for coarse-graining / coarse-grid simulations! 

Characteristics: 

Å Fluid equations similar to CFD-DEM 

Å No resolved parcel-parcel interaction 

Å Prevent from overpacking by restoring ñgranular pressureò 

from kinetic theory 

( )

u

F

Fuug
x

Q-=

ÖÐ-=

+-+=
µ

µ

0

max

int

int2

2

3
6

1

g

t

ps

s

p

eraction

eractionpf

pp

p

r
a

a
f

p
t

t
r

ar

b



CFDEMproject:  Department of Particulate Flow Modelling, JKU Linz and DCS Computing, Linz www.cfdem.com 

LIGGGHTS+CFDEMcoupling 

Unresolved CFD-DEM  
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Theoretical background ï MP-PIC1: 

Navier-Stokes equations for the fluid in presence of a granular phase 

 

Lagrangian Particle Trajectory for Parcels 

Characteristics: 

Å Fluid equations similar to CFD-DEM 

Å No resolved parcel-parcel interaction 

Å Prevent from overpacking by restoring ñgranular pressureò 
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1) Basic form of equations following: Benyahia, S., Sundaresan, S. (2012): ñDo we need sub-grid corrections 

for both continuum and discrete gas-particle flow modelsò, Powder Technology, 220, 2-6 

Also needs corrections for coarse-graining / coarse-grid simulations! 

 

Collaboration with Stefan Radl (Graz UT) 
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Coarse-Grained CFD-DEM 

ü uses soft-sphere contact models on parcel base  

ü can handle dense regions and equilibrium state 

ü Equations converge to CFD-DEM particles, which is well established  

 

CFD-DDPM and MP-PIC 

ü difficulties for dense regions and equilibrium state 

ü needs additional formulation for particle-wall contact 

 

ü Both need corrections (filtered drag laws) for using coarser grids 

 

 

 

 

Which Model to choose? 
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Resolved CFD-DEM 
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Incompressible 

Navier-Stokes 

equations (+BC) 

conservation of  

Å mass and  

Å momentum 

Interface condition 

Initial condition 

(1) 

(2) 

(3) 

(4) 

(5) 

ɋ 

ɋS ũS 

ũ 
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Integration of the interface condition: 

„ẗὲὨɜ ὸὨɜ 

é applying Divergence Theorem and assuming a Newtonian fluid: 

​ὴ ​ẗ‘​ό ​ό  Ὠɱ ὸ Ὠɜ  

Force: 

 ὸὨɜ ​ὴ ’”​ό Ὠɱ  

Numerical integration yields 

Ὢ В –ὧȟὸ ẗὠὧᶰ . 

 

 

 

Resolved CFD-DEM 

pressure component 

viscous component 

╥╬ é volume of cell c 

╣▐  é set of all solid-covered cells 

Ɫ╬ȟ◄ é force at time t, evaluated at the center of 

cell c 
18 
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Resolved CFD-DEM 
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ɋ 

ɋS ũS 

ũ 

stairstep representation:  

+ fast 

+ good results for high 

resolution 

- numerical troubles for 

dense packings 

smooth representation:  

+ higher accuracy in terms 

of     

   volume representation 

+ better numerical stability 

stairstep  

vs. 

smooth 



III.  

 

Scalability, Efficiency  

and Maintainability 
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A state-of-the-art calculation requires 100  

hours of CPU time on the state-of-the-art  

computer, independent of the decade.  

-- Edward Teller (ñfatherò of the  hydrogen bomb 

and co-founder of Lawrence Livermore National  

Laboratory) 

(stolen from Steveôs quote board) 

 

Some wise words... 

Problem: Computational time increases with: 

Å Smaller particles 

Å Larger application 

Å Higher flow dynamics 

 

Solution: 

Å Efficiency and Parallel Scalability ï harnessing availabe CPU ressources  

Å Parcel approach ï particle coarse graining of 10 reduces sim. time by 1000 
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LIGGGHTS MPI Parallelization 

 

 

Initial Configuration 
max. # particles per process = 11  

How to distribute load between MPI processes? 
 

If each process handles a different # of particles, 

some of them will be idle (low efficiency) 

Thanks to: 
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LIGGGHTS MPI Loadbalancing 
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Load-balanced Configuration 
max. # particles per process = 4 

speed-up: 2.75  

How to distribute load between MPI processes? 
 

Load-balancing leads to better density distribution 

Strategy: cuts in x and y direction so that 

each slice holds equal # of particles  
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Thanks to: 
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Strong Scalability for Small-Scale Simulation of Hopper Discharge 
300k particles, 400k stime-steps, run on small-scale cluster 

LIGGGHTS MPI Loadbalancing 
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LIGGGHTS Parallelization 

Mesh Movement Parallelization 

ü vibratory oscillation of  

sample mesh 

ü blue: LIGGGHTS 1.5.3,  

ü yellow : LIGGGHTS 2.0)  

 

 

Multisphere Method Parallelization 

ü test case: angle of repose 
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ü Need to make LIGGGHTS fit for hybrid shared-distributed cluster  

architecture (left: MPI parallelization, right: shared memory parallelization) 

 

 

 

 

ü Box filling: preliminary result (right) 

67 k particles, 4 core CPU 

ü Work by Richard Berger (JKU),  

collaboration with Axel Kohlmeyer (Temple) 

LIGGGHTS & Shared Memory 

26 

serial MPI 
4 processes 

OMP 
4 threads 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 1: Communicate particles using an existing communication pattern  
(based on position in previous coupling step) 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 2: Detect CFD domain passover (ñdefectorò particles) 
(based on current position) 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 3: Communicate ñdefectorò particles to new host processors 
(based on current position) 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 4: Update communication pattern for ñdefectorò particle 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 5: Reverse Communication of dragforces etc. 
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Process 0 

 

 

LIGGGHTS CFDEMcoupling 

Process 1 

 

 

LIGGGHTS CFDEMcoupling 

Process 2 

 

 

LIGGGHTS CFDEMcoupling 

Process 3 

 

 

LIGGGHTS CFDEMcoupling 

CFDEMcoupling Scalability 

Many2Many CFDEMcoupling communication scheme: 

Step 5: Reverse Communication of dragforce 
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CFDEMcoupling Scalability 

Fluidized Bed Scaled-Size Scalablity up to 512 Processors: 

ü 10.24 x 0.002 x 0.1 m / 10240 x 2 x 100 cells 

ü time step: CFD 1e-4s, DEM 1e-5 s  

coupling every 10 DEM steps 

ü Particles dP = 0.3 mm 

ü nproc = 1 to 512, nP= 2.048e7 

# procs 
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# procs # procs 


