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Molecular dynamics simulations are carried out to study the effect of porosity and temperature on a duc-
tile–brittle interface under tensile and shear loadings. Traditionally the interface is characterized by a
cohesive zone model (CZM) with the traction–separation law assumed or parameterized through exper-
iments, where the experimental determination of the shape of the CZM has proven to be difficult. In this
study a traction–separation law is thus obtained for an alumina–aluminum composite system by con-
ducting molecular dynamics simulations. A statistical approach is suggested to characterize the cohesive
strength in the parameterized traction–separation law via the Weibull distribution, which consequently
governs the interface behavior of the composite.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Metal matrix composites (MMC) offer high strength to weight
ratio, high stiffness and good wear resistance resulting in an ever
increasing use in the aerospace, automotive and bio-medical
industries. Popular reinforcement materials for these composites
are silicon carbide and alumina particles, while aluminum, tita-
nium and magnesium are the most common matrix materials.
The mechanism of failure at the microscale is dominated by factors
such as the cohesive strength of the interface, and the strength and
reliability of the particle and matrix phase. The interface between
the reinforcement and matrix plays a crucial role in changing the
property of composite material. In many cases the properties of
MMC can be drastically altered by the nature of the interface, mak-
ing it necessary to understand the characteristics of the interface
[1]. However, experimental difficulties in studying interface failure
and limitations in analytical methods due to complex interfacial
reactions have hampered the development of models capable of
predicting the interfacial quantities. Contemporary materials
design therefore seeks to improve material performance by under-
standing material behavior at the nanometer level and thereby
predicting the mechanical properties of the interface.

A number of different approaches have been considered for
modeling the interface, among which the cohesive zone models
are widely used to model delamination and debonding in compos-
ite materials [2–4]. A limitation of traditional continuum mechan-
ll rights reserved.
ics models is the inability to imbide the variation in the size and
attributes of the microstructure. However, this limitation can be
overcome by utilizing a Weibull distribution to characterize the
cohesive strength of the interface.

Cohesive zone models (CZM) are known to imbibe idealized
traction–separation behavior for modeling interface debonding,
transgranular and intergranular fracture. Traditionally the cohesive
zone laws have been assumed rather than being predicted, or are
parameterized through empirical data, obtained by using the mac-
roscopic fracture toughness of the material [3] or by conducting
nanocrystalline experiments to obtain the traction–separation data
[5]. The problem with using macroscopic/empirical values of frac-
ture toughness is that these are aggregate responses of hundreds of
thousands of grains applied to local interfaces where the fracture/
debonding occurs. This problem is addressed by conducting MD
simulations on the interface between the particulate and matrix
to obtain a traction–separation relationship.

A number of groups have attempted to extract relevant param-
eters for a traction–separation law for the CZM from atomistic
(MD) simulations [6–11]. Some of these approaches have been lim-
ited to studying the deformation of single phase materials.
Komanduri et al. [6] carried out uniaxial tensile tests, while Spea-
rot et al. [7] simulated crystal deformation under both tensile and
shear loads on systems on the order of 4–8 nm (too small when
compared to CZM models in continuum simulations). The small
system size and the applied boundary conditions resulted in
the suppression of plastic deformation processes, such as slip
dislocation. Yamakov et al. [8] improved these earlier attempts
by expanding the simulation domain to simulate intergranular
fracture in a bi-crystal of aluminum under tensile loading (Mode
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I). Gall et al. [9] modeled the interface behavior between two
dissimilar materials, aluminum (Al) and silicon (Si) under tensile
loading to demonstrate the ability of a modified embedded atom
method (MEAM) potential model. Zhou et al. [10,11] simulated
fracture between two B.C.C type brittle materials under combined
tensile loadings to arrive at traction–separation laws.

Composite materials demonstrate varying strength due to the
presence of dislocation, vacancy defects, porosity and chemical
impurities. To address this issue, Gall et al. [9] conducted a limited
study using MD on the effect of vacancy defects on the stress–
strain response of an Al–Si interface. The authors concluded that
increasing point vacancy defects resulted in the lowering of the
overall cohesive strength. Although the study was limited, in terms
of system size, mode of loading and temperatures, it demonstrated
the important observation on the interface strength in the pres-
ence of such defects. A popular solution in characterizing the var-
iation in the composite strength is through statistical modeling.
The Weibull distribution has been extensively used for many years
to determine the static and dynamic failure of numerous materials
including alumina–aluminum composites [12,13].

The present study considers the deformation of the interface
between pure FCC aluminum and alumina in the presence of
porosities. Mode I and Mode II traction–separation relationships
for a oxide–metal system (Al2O3–aluminum MMC) are also estab-
lished as a function of temperature. The failure of the interface in
the presence of porosities is characterized via a Weibull distribu-
tion. In this manner the survival probability of the interface is
modeled. The results of this study augment the findings of numer-
ous experimental works related to characterization of the
interface.
2. Materials and methods

As the dimensions of the material reach sub-micron length
scales, the continuum description of materials becomes question-
able and hence a need arises to predict failure at the nanoscale
by understanding the atomistic behavior of materials [14]. The
power provided by molecular dynamics (MD) simulation is the
ability to study the very fundamental processes, simply by apply-
ing Newton’s law to the description of atomic interactions and thus
MD has been used in studying numerous phenomena including:
dislocations, cracking, grain boundary sliding, friction, adhesion,
melting, diffusion, etc.

The MD simulations in this study were conducted using the
open source MD program LAMMPS [15]. For visualizing the evolu-
tion of the atomic structure, the Visual Molecular Dynamics (VMD)
[16] open source software was used. One of the drawbacks of MD is
the a priori estimate of atomic interactions, i.e., the interactive
forces between various atoms. This interaction is generally repre-
sented in the form of an interatomic potential energy model, mak-
ing it imperative to accurately quantify the interatomic potential of
the simulated materials.
2.1. Modified embedded atom method (MEAM) potential

Metals and semiconductors cannot be modeled using pairwise
forces. Use of pair potentials to model metals requires extreme
care, and any ambiguity automatically invalidates the results
because the elastic properties of the solids are not accurately
represented. Therefore many-body potentials such as the embed-
ded atom method (EAM) potential has been popularly applied in
studying the behavior of numerous metals including aluminum.
Although the EAM has been successful in studying metals, it lacks
the information needed to represent the electronic orbitals in ionic
compounds such as alumina and hence fails to accurately
represent them. This led to the development of the modified
embedded atom method (MEAM), which includes the angular
dependencies to describe the electronic orbitals [17,18]. The
MEAM potential is conceptually similar to the EAM potential but
differs in added bond angle terms. It is thus suitable for modeling
metals and alloys with fcc, bcc, hcp and diamond cubic structures,
and covalently bonded materials like silicon and carbon as well as
ionic compounds such as alumina.

In the MEAM model the total energy is represented by Eq. (1).

Etot ¼
X

i

Fið�qiÞ þ
1
2

X
i–j

V ijðrijÞ
( )

ð1Þ

where Vij(rij) is the pair potential as a function of the atomic sepa-
ration distance rij between two atoms i and j, Fi is the embedding
function, and ð�qiÞ is the background electron density at site i. Details
of the embedding function and subsequent computation of the
embedding function and pair energies can be obtained from the
literature [17,18].

The MEAM potentials used in this study for Al and O are ob-
tained from Angelo and Baskes [17], while the Al–O interaction is
obtained from Baskes [17,18]. The elastic constants calculated by
the MEAM potential for Al are C11 = 113.9 GPa and C12 = 62 GPa
[17] while the elastic constants of Al2O3 are C11 = 359 GPa and
C12 = 279 GPa [18]. Additional details of the MEAM potential, and
its validity and accuracy of the calculated elastic constants of Al
[18], Al2O3 [18] and Al2O3–Al composite [18] can be obtained from
literature.

The simulated structure of pure aluminum is a face centered cu-
bic (FCC) structure with a lattice parameter of 4.05 Å. The crystal
structure of a-Al2O3 is a part of the hexagonal crystal lattice struc-
ture family whose nomenclature is the space group R3-c [19]. The
lattice parameters for the conventional unit cell of alumina are
a = 4.761 Å, b = 4.761 Å, c = 12.993 Å, a = 90�, b = 90� and c = 120�,
where a, b and c stand for the sides of the parallelepiped and a, b
and c the angles between the sides.

Additionally validation of the MEAM potential for Al2O3 and Al
was conducted by comparing the MD simulated melting tempera-
ture to the corresponding ab initio and experimental data. For Al a
melting temperature of 940 ± 30 K was predicted from the MD
simulations, while the melting temperature obtained from ab initio
calculations for bulk Al was 890–912 K, and the experimentally
measured value was 933 K [20]. Similarly, the melting temperature
of Al2O3 obtained from the LAMMPS MD simulations is
2585 ± 50 K. This compares reasonably well to and the experimen-
tally measured melting temperature of 2330 K [21]. Thus the sim-
ulated melting temperature of both materials is in reasonable
agreement with the experimental value, thereby validating the se-
lected interatomic potential.

3. MD model and simulation procedure

The fracture behavior of the interface in the presence of poros-
ities predicted by the MD model is shown in Fig. 1. The dimensions
in the x–y plane are 50 nm � 60 nm with thickness of 16 nm in the
z-direction. The x y z coordinate system represents the lattice
directions [0 1 0], [1 0 0] and [0 0 1] respectively. In the model
periodic boundary conditions were used in the x and z directions,
while it was non-periodic in the y direction. The thickness of the
system was carefully selected to prevent suppression of any defor-
mation mechanism such as slip, twin, edge and screw dislocation
in the aluminum matrix. Additionally, the thickness is much larger
than any of the cutoff distances, thereby preventing the interfer-
ence of atoms with their periodic images.

Initially, both Al and Al2O3 are kept in contact along the inter-
face in the x–z plane with a separation distance of 2 Å. The initial
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Fig. 1. (a) Simulation of pre-existing crack along the interface, all dimensions are in nm. The crack length simulated is 10 nm and (b) Schematic demonstrating the groups of
atoms used in calculating the local tractions and separations.

352 C.R. Dandekar, Y.C. Shin / Composites Science and Technology 71 (2011) 350–356
interface separation distance was chosen close to the equilibrium
bond length of Al–Al as the simulated Al2O3 crystal is Al termi-
nated. Experimental and theoretical studies suggest that the bulk
crystal of Al2O3 terminating with a layer of Al yields the most sta-
ble structure [22]. The equilibrium bond lengths from ab initio cal-
culations and experiments for the Al–O and Al–Al are in the range
of 1.79–2.17 Å [23] and 2.49–2.84 Å respectively [24]. Although the
initial interface separation distance is not precisely the equilibrium
distance, it was shown by Gall et al. [9] that as long as the initial
interface separation is not too small or too large to create numer-
ical problems, the separation does not have a large effect on the ob-
served results. Furthermore upon relaxation the interface
separation of the Al2O3–Al system at room temperature was mea-
sured to be in the range of 2.24–2.46 Å. This result is consistent
with the equilibrium bond length of Al–Al.

As shown in Fig. 1a, the simulation domain is divided into three
regions. Atoms that are in regions 1 and 3 are boundary atoms
through which tensile and shear loads are applied. A crack of
length 10 nm is generated in the middle of the specimen. During
MD simulations of tensile (Mode I) crack propagation, the system
is uniformly stretched (by moving each atom a distance corre-
sponding to a uniform normal strain increment) in the Y-direction
at each time step. Unlike displacing boundary atoms alone, a uni-
form stretching of the system avoids the creation of shock wave
during simulations [11]. During MD simulations of shear (Mode
II) crack propagation, the system is uniformly stretched in oppos-
ing directions by moving the boundary atoms along the X-direction
at each time step. Prior to running the simulation, the material
state is relaxed for 50 ps to relieve any pre-stress present in the lat-
tice. All the simulations have been carried out at an arbitrarily cho-
sen strain rate of 108 s�1. A systematic analysis on the effect of
strain rate was not conducted in this study. Constant temperature
molecular dynamics simulations are carried out at 23 �C, 200 �C,
400 �C, and 600 �C for both the Mode I and Mode II loading for
the material lacking in porosity.

3.1. Simulation parameters to study the effect of porosity

To quantify the effect of porosity at room temperature on the
interfacial behavior of the Al2O3–Al composite the % volume frac-
tion and the size of the pores was adjusted. In this manner the
effect of imperfections on the interface strength is accounted for
in the composite system. In Al2O3–Al composites the porosity is
usually present in both phases and the % volume fraction of poros-
ity ranges from 1–10% [1,25,26]. The size of the pores in Al2O3

fibers is in the range of nanometers while it can range from a
few nanometers to microns in Al. In this study, size of the pores
is modeled at the nanometer scale due to the size limitation of
MD analysis. Only a limited number of studies have been
conducted to study the effect of porosity on the elastic modulus,
tensile strength and the fracture strength of the Al2O3–Al compos-
ite [25,26]. Most of the studies are concerned with the macroscopic
behavior of the composite and hence are not suited to represent
the interfacial characteristics.

In this study pores are assumed to be present in: (a) only Al
(Case A), (b) only Al2O3 (Case B) and (c) Al2O3–Al (Case C). Pores
were randomly distributed in Al and Al2O3 for Case A and B respec-
tively. In Case C the coordinates generated for Case A and Case B
were used. Table 1 summarizes the parameters selected to study
the interface in the presence of porosity.
3.2. System size

Simulations to gage the effect of the simulation domain size on
the results were conducted. In this study, following system sizes
were selected: 10 � 15 � 4 nm, 20 � 30 � 8 nm, 50 � 60 � 16 nm
and 60 � 70 � 16 nm and are referred to as Cases 1, 2, 3 and 4,
respectively. This step is important because nanoscale simulations
are very sensitive to the size of the simulation box and the number
of interacting atoms. Young’s modulus of the composite system
was observed for systems with varying sizes. The simulations were
conducted for Mode I failure at room temperature (300 K). The cal-
culated Young’s modulus of Case 1 and Case 2 was 263.16 GPa and
212.62 GPa, respectively. For Case 3 and 4 the simulated Young’s
modulus was 201.88 GPa and 196.33 GPa, which fell within the
Hashin–Shtrikman bounds of 212.78–194.50 GPa calculated from
the elastic constants obtained from the MEAM calculations. This
validation further instills confidence in the various interatomic
potentials selected for this study. Between the system sizes Case
3 and 4 the difference in the Young’s modulus is only �2.7%. There-
fore a system size of 50 � 60 � 16 nm offering a good balance in
terms of computation time and the required accuracy was selected
to conduct the fracture studies. Additionally the stress–strain re-
sponses obtained for Case 3 and Case 4 are very similar with a
maximum stress of 4.24 GPa and 4.17 GPa and maximum failure
strain of 0.138 and 0.143, respectively.
4. Simulation results

4.1. Stress–strain behavior

The overall stress–strain behavior of the composite system was
simulated for a perfect interface (no crack present) and a cracked
interface in a system with no porosity. The stresses were calculated
by using the virial stress theorem [14] for both the tensile and
shear stresses. The engineering strain was calculated by comparing
the boundary distance from the reference configuration of the
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Table 1
Factors and their respective levels in study of the effect of nano-voids on the interface strength in Mode I and Mode II failure.

Factors Levels

1 2 3

Position of nano-void Aluminum (Case A) Alumina (Case B) Aluminum & Alumina (Case C)
% Volume fraction of nano-voids 3 6 9
Nano-void avg. size (radius nm) 3 5 –
Mode of failure Mode I Mode II –
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undeformed structure in both the x and y directions. Similar to the
methodology outlined by Zhou et al. [10,11], the values of the
stresses and corresponding displacements are averaged over
50 time steps to reduce thermal oscillations. Although this averag-
ing is larger than the one outlined in Zhou et al. [10,11], it still al-
lows for a reduction in the thermal oscillations while being
computationally efficient.

The simulation results for the Young’s modulus, shear modulus
and maximum stress are summarized in Table 2. The Young’s and
shear moduli obtained for the composite system fall within the Ha-
shin–Shtrikman bounds. It can be seen that presence of a crack re-
duces the maximum load carrying capacity and additionally
reduces the stiffness of the composite system.

Further evaluation of the simulation results is made by compar-
ing the maximum stress with analytical results. According to Grif-
fith’s theory of fracture, the critical stress (rmax) of fracture for
crystalline materials in plane strain can be expressed as shown
in Eq. (2). A similar comparison with Girffith’s theory in plane
stress was done by Zhou et al. [11] for their atomistic simulations
on brittle failure.

rmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E �woa
pahð1� m2Þ

s
ð2Þ

where E is the elastic modulus of the cracked specimen, woa is the
work of adhesion, ah is the crack half length and m is the Poisson’s
ratio.

The work of adhesion (woa) is defined as the energy required
per unit area to reversibly separate the interface into two free sur-
faces. Theoretically calculated woa usually neglects the contribu-
tion of plasticity and microstructural defects and usually is less
than experimentally characterized woa. Streitz and Mintmire [27]
developed an MD model to study the adhesion and adhesive failure
of an Al2O3–Al composite system. The authors concluded that the
interface is relatively weak with a maximum failure stress of
2 GPa and a woa of 0.3 J/m2. A drawback of their study is that the
simulated system size was very small, i.e., aluminum slab was
composed of 48 atoms (12 layers) while the a-Al2O3 slab contained
60 atoms (12 oxygen layers). More recently Siegel et al. [22] con-
ducted exhaustive ab initio calculations to determine the ideal
woa and bonding characteristic of the Al2O3–Al interface. The
authors concluded that for an Al terminated system the woa is in
the range of 0.41–1.36 J/m2. The experimental values for the woa
obtained from literature range from 0.825 J/m2 to 1.109 J/m2

[28]. Therefore, by using an average value of 0.933 J/m2 for the
woa a maximum stress of 4.26 GPa is predicted, which is close to
Table 2
Simulation results of Mode I and Mode II failure.

Deformation mode Crack Modulus (GPa) Maximum stress (GPa)

Mode I No 201.88 4.24
Yes 186.77 4.18

Mode II No 78.6 3.20
Yes 71.43 3.12
the simulated value of 4.18 GPa. Thus the results from MD simula-
tions agree quite well with Griffith’s theory of fracture. Caution
should be exercised in interpreting these results as Griffith’s theory
of fracture is related to fracture in an isotropic homogenous mate-
rial. In the study here the equivalent homogenous material proper-
ties are utilized in Griffith’s failure model. The result presented
above is not meant as a validation of the MD simulations but works
merely as a spot check of the MD results.
4.2. Traction–separation response

MD simulations were conducted for temperatures of 23 �C,
200 �C, 400 �C and 600 �C for Mode I and Mode II failure to develop
traction–separation relationships for the CZM. Local tractions and
separations were analyzed by following the methodology of Zhou
et al. [10,11]. To study the local behavior, the horizontal slot shown
in Fig. 1b measuring 8 nm surrounding the crack was further
divided into regions (groups of atoms) with width equal to
1.428 nm. A total of 35 regions were obtained and the width of
the region allowed for three [1 0 0] planes to be included in each
region. The tensile (ryy) and shear (rxy) tractions at a local position
in the region were calculated as the average atomic stresses (virial)
of all atoms in that particular region. As these stresses are calcu-
lated locally near the crack surface they therefore relate to the trac-
tion in the traction–separation law [9]. Similarly the crack opening
displacement (separation) was calculated from the average dis-
placement of the atoms in the region (±40 Å) adjacent to the crack.
The opening displacement in normal (Dy) and shear (Dx) therefore
are defined and measured as the average atom displacements in
the upper half of the region with respect to that of the lower half.
Therefore the total magnitude (Dr) of the crack opening is defined
as Dr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2 þ Dy2

p
. Furthermore the stress and crack openings

were calculated every 0.2 ps. A study on the effect of measurement
location and additional details of calculating the crack opening is
available in the literature [9,11].

In general, loading a bi-material interface results in mixed mode
crack tip stress intensities, due to the different Poisson’s ratios of
two materials [29]. It was found that in case of Mode I loading
the maximum tensile stress (ryy) was �20 times larger than the
maximum shear stress (rxy). Similarly during Mode II loading the
maximum shear stress (rxy) was �15 times larger than the maxi-
mum tensile stress (ryy). Additionally, the mode-mixity angle or
the local loading angle (w) was calculated for the MD simulations
carried out for Mode I and Mode II loadings. The local loading angle

(w) is defined as w ¼ sin�1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dx2

Dx2þDy2

q� �
where Dx and Dy are the

shear and normal opening displacements measured within the var-
ious groups, which are defined for calculating the local traction–
separation curves. The aforementioned definition was successfully
applied by Zhou et al. [10,11]. This is consistent with the definition

of w ¼ tan�1 Dx
Dy

� �
, which is used in interfacial mechanics. It is

shown that the sin function avoids the ‘‘divide-by-zero’’ problem
associated with the tan function during the Mode II loading condi-
tion. The final reported value of the phase angle w is the average
measured phase angle from all the Dx and Dy points obtained from
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the MD simulations. The results indicate that the remote and local
loading angles are very close to each other. The average phase an-
gle equals �3.45� and �85.37� when the remote loading angle is 0�
and 90� respectively. The use of remote loads to calculate the frac-
ture mode-mixity is only an approximation for bi-materials with
small bi-material constant (0.0332), which is the case in this study.
The results give credence to the assumption that the locally ob-
tained traction–separation curves on application of purely Mode I
or Mode II remote loadings correspond to either Mode I or Mode
II failure dependent on the type of loading. Furthermore complete
rupture was not observable during Mode II loading in the system
due to the phenomenon of crack healing and sliding of the alumina
crystal.

The cohesive model describes a relationship between the inter-
facial force and the crack opening displacement. In the CZM, the
fracture process zone is simplified as being an initially zero-
thickness zone, composed of two coinciding cohesive surfaces.
Under loading, the two surfaces separate and the traction between
them varies in accordance with a specified traction–separation
law. In this study the CZM is modeled using Tvergaard’s functional
form [30] as it represents the MD data reasonably well as shown in
Figs. 2 and 3 for Mode I and Mode II loading respectively. Regard-
less of the temperature of the system or the mode of failure, the
traction always initially increases to a peak value and decreases
to near zero when the crack opening becomes large. The maximum
allowable normal (dn = 50 Å) and tangential (dt = 75 Å) separation
of the cohesive element corresponds to the separation distance at
which the traction decreases to near zero value.

The non-dimensional parameter (k) in Eq. (3) relates the normal
(un) and tangential (ut) separation to the maximum allowable nor-
mal (dn = 50 Å) and tangential (dt = 75 Å) separation of the cohesive
element. Failure is attained in the cohesive element when the va-
lue of k equals 1. Tvergaard’s functional form for the traction–sep-
aration law (F(k)) is represented as shown in Eq. (4). In Eq. (5) the
maximum cohesive strength (rmax = 4.38 GPa) is simulated at
room temperature, with the temperature (T) in degrees Celsius.
In Eqs. (4) and (5) r(T) is the cohesive strength as a function of
temperature. Also obtained from the MD results is the ratio of
the shear to normal strength of 0.74, which is necessary in model-
ing the CZM. Details of the computation of the CZM can be ob-
tained from the literature [30].

k ¼ un

dn

� �2

þ ut

dt

� �2
( )1=2

ð3Þ

FðkÞ ¼ 27
4

rðTÞð1� 2kþ k2Þ ð4Þ

rðTÞ ¼ rmaxð4:833� 0:00224 T � 2:24� 10�6T2Þ ð5Þ
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Fig. 2. Traction–separation relationship for Mode I failure in an Al2O3–Aluminum
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The work of separation is calculated by integrating Eq. (4) with
respect to the separation distance as shown in Eqs. (6) and (7) for
Mode I and Mode II respectively. In Mode I and Mode II at room
temperature, work of separation is calculated as 12.31 J/m2 and
13.97 J/m2 respectively. This shows the work of separation in Mode
I is higher than the reported work of adhesion [22,27,28], which is
an expected result.

GIC ¼
Z dn

0
tndd ð6Þ

GIIC ¼
Z dt

0
ttdd ð7Þ

where maximum allowable normal (Mode I) opening is dn and max-
imum allowable tangential (Mode II) opening is dt, while the trac-
tions in Mode I and Mode II are represented by tn and tt respectively.

4.3. Validation of the CZM

Validation of the MD simulated traction–separation law is done
by comparing the simulated work of separation or interfacial frac-
ture energy with experimental measurements of the fracture en-
ergy. It should be noted that validation of the MD simulated
interfacial fracture energy to experimental results is predomi-
nantly qualitative, because experimentally measured interfacial
fracture energy is highly dependent on the material yield strength,
layer thickness, environmental conditions and interfacial defects.
Experimental measurements have shown that the interfacial frac-
ture energy of an Al2O3–Al system varies between 15 J/m2 and
300 J/m2 and is highly dependent on the thicknesses of the Al layer
with respect to the thickness of the Al2O3 layer [31–33]. The small-
est thickness of the Al layer measured experimentally was 2 lm for
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Table 3
Simulation results for the effect of porosity.

% Volume fraction
porosity

Mode I Mode II

Pore radius (3 Å) Pore radius (5 Å) Pore radius (3 Å)

Case A Case B Case C Case C Case C

Max stress
(GPa)

Failure
strain

Max stress
(GPa)

Failure
strain

Max stress
(GPa)

Failure
strain

Max stress
(GPa)

Failure
strain

Max stress
(GPa)

Failure
strain

0 4.43 0.116 4.43 0.116 4.43 0.116 4.43 0.116 3.28 0.228
3 4.34 0.110 4.31 0.120 4.24 0.112 4.24 0.115 3.14 0.223
6 4.25 0.106 4.21 0.126 4.14 0.114 4.16 0.112 3.02 0.224
9 3.90 0.101 4.03 0.130 3.84 0.116 3.88 0.115 2.80 0.225
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Fig. 5. Effect of porosity on the maximum tensile stress. In the figure rp

corresponds to the stress related to porous material while rm corresponds to the
stress related to the non-porous material.
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Fig. 6. The survival probability (S) as a function of the maximum interface stress.
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a corresponding Al2O3 layer thickness of 2 lm. At this configura-
tion experimentally measured fracture energy was 15 J/m2 [33].
On the other hand, the interfacial fracture energy calculated from
MD simulations at room temperature is 12.31 J/m2 for an Al2O3–
Al sample of equal thickness (22 nm each). The simulated value
for the fracture energy with equal layer thicknesses is �18% lower
than the experimental result, which is in reasonable agreement,
considering the ambiguity and high degree of variance in the
experimental results.

The fracture energy of the interface tends to approach the frac-
ture energy of Al2O3 with a decrease in the Al layer thickness
[31,32]. Hence, a comparison is made by comparing the MD deter-
mined interfacial fracture energy of the composite to the experi-
mentally measured fracture energy of Al2O3 [34,35] as shown in
Fig. 4. The results indicate a fairly consistent trend of the fracture
energy as a function of temperature. To represent a system with re-
duced Al layer, MD simulations in Mode I at room temperature
were carried out on a system with Al layer thickness of 11 nm
while keeping the Al2O3 layer constant at 22 nm. The interfacial
fracture energy of this configuration was measured to be 11.40 J/
m2. An additional simulation was conducted on a pure alumina
system at room temperature and the interfacial fracture energy
was measured to be 10.83 J/m2, which is very close to the experi-
mentally measured fracture energy (11.26–15.82 J/m2) of single
crystal Al2O3. Care must be taken in the application of MD deter-
mined energy release rates as described in the study by Buehler
et al. [36].

4.4. Effect of porosity on interface failure

The effect of porosity at room temperature on the interface
behavior is analyzed by recording the maximum stress and failure
strain of the composite under Mode I and Mode II loading. Table 3
summarizes the simulation results for the maximum stress and
failure strain for the cases outlined in Table 1. An expected result
in both Mode I and Mode II loading is the reduction in the maxi-
mum stress with the increase in % porosity volume fraction for
all cases. Additionally, a sensitivity analysis is done to gage the ef-
fect of pore size (pores of 3 and 5 nm radius), while keeping the %
volume fraction of pores constant for Case C. Mode I simulation re-
sults indicate that the maximum stress or the failure strain are not
sensitive to the size (radius) of the pores (Table 3) simulated in this
study.

The presence of voids also affects the failure strain. In this case,
presence of voids in the Al layer (Case A) results in reduced ductil-
ity, while the presence of voids in the Al2O3 layer (Case B) yields an
increase in the ductility as indicated in Table 3. Under Mode II
loading the composite failure behavior is similar to the Mode I
composite behavior for Case C, wherein the failure to strain
remains fairly constant (Table 3).

Fig. 5 compares the trend in the reduction of maximum stress as
a function of porosity for Case C between MD simulation results
and experimental measurements by Ghosh and Ray [25] for an
Al2O3–Al composite. Fig. 5 depicts the ratio of maximum stress of
the porous material (rp) to the maximum stress of the non-porous
material (rm) versus the % volume porosity. Quite apparent from
Fig. 5 is the trend in reduction of maximum stress with an increase
in % volume porosity predicted from MD simulations compares
very well with experimental measurements.
4.5. Weibull model

The Weibull distribution has been extensively used for many
years to determine the static and dynamic failure of numerous
materials including Al2O3–Al composites [12,13]. The survival
probability of the interface is modeled via a two-parameter Wei-
bull distribution. In this study a linear regression model is used
in the estimation of the two Weibull constants as shown in Eq.
(8) for simulation samples with equal dimensions. The survival
probability (S) is dependent on the stress (r), the characteristic
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stress (ro) and the Weibull modulus (m) which is an indicator of
the failure rate.

ln ln
1
S

� �� �
¼ m ln r�m ln ro ð8Þ

Additional details on the calculation of the Weibull parameters
can be obtained from Babu and Jayabalan [13]. On plotting Eq. (8)
using the maximum stress data simulated in Table 3 the Weibull
modulus (m) is estimated to be 23.56. Only Mode I data of 0%,
3%, 6% and 9% porosity with pore size of 3 Å is used in calculating
the Weibull modulus. The characteristic stress (ro) is calculated as
4.25 GPa. The Weibull modulus of an Al2O3–Al composite has been
experimentally shown to vary from 12.1 to 27.5 dependent on the
reinforcement volume fraction [12,13,37]. Lower values of the
Weibull modulus are consistent with low reinforcement volume
fraction [12,13] while higher Weibull modulus corresponds to a
composite with 63% by volume fraction of reinforcement particles.
The Weibull modulus obtained from MD studies compares well
with experimental results for the Weibull modulus.

Fig. 6 plots the survival probability as a function of the applied
stress. This facilitates in gauging the reliability of the composite
interface in the presence of applied stress. It is calculated that
36.7% of the simulated specimens have an interfacial fracture
strength of at least 4.25 GPa. Additionally the survival probabilities
of 0.9 and 0.95 correspond to fracture strengths of 3.87 GPa and
3.75 GPa.

5. Conclusion

MD simulations were carried out to characterize the interface of
an Al2O3–Al MMC. Traction–separation relationships for Mode I
and Mode II failure at high temperatures have been successfully
developed through MD simulations. The parameterized traction–
separation law based on the MD results is consistent with existing
continuum based cohesive zone model. The model predicts the ex-
pected result in the reduction of maximum stress with an increase
in temperature in both Mode I and Mode II loadings. The simula-
tion results for the interfacial fracture energy compare well with
experimental measurements of the same. Increased % volume frac-
tion of porosity resulted in a reduction in the failure stress irre-
spective whether pores were present in only Al, Al2O3 or in both
phases. Failure strain on the other hand is dependent on the posi-
tion of the porosity. Porosity present in only Al resulted in reduced
ductility, while porosity present in Al2O3 increased the ductility.
Pores present in both phases resulted in the failure strain to be
fairly constant. A Weibull model was proposed to quantify the
effect of porosities on the interface failure stress. The calculated
Weibull modulus was 23.56 at a characteristic stress of 4.25 GPa.
Simulation results showed good agreement in reproducing the
experimentally determined Weibull modulus for an Al2O3–Al com-
posite system.
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